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1 Decomposing bias terms

Deriving Eq. 2.12 in Morgan and Winship (2007: 46):

Potential outcome = \[
\begin{align*}
Y_{1i} & \text{ if } T_i = 1 \\
Y_{0i} & \text{ if } T_i = 0
\end{align*}
\]

Using shortcut $E_{11} = E[Y_{1i}|T_i = 1]$, $E_{01} = E[Y_{0i}|T_i = 1]$, etcetera:

$$E[\delta] = \pi E_{11} + (1 - \pi) E_{10} - \{ \pi E_{01} + (1 - \pi) E_{00} \}$$

$$= \pi \{ E_{11} - E_{01} \} + (1 - \pi) \{ E_{10} - E_{00} \}$$

$$= \pi E_{11} - \pi E_{01} + (1 - \pi) E_{10} - (1 - \pi) E_{00}$$

$$= E_{11} - (1 - \pi) E_{11} - E_{01} + (1 - \pi) E_{01} + (1 - \pi) E_{10} - E_{00} + \pi E_{00}$$

$$E_{11} - E_{00} = E[\delta] + (1 - \pi) E_{11} + E_{01} - (1 - \pi) E_{01} - (1 - \pi) E_{10} - \pi E_{00}$$

$$= E[\delta] + (1 - \pi) E_{11} + E_{01} - (1 - \pi) E_{01} - (1 - \pi) E_{10} - E_{00} + (1 - \pi) E_{00}$$

$$= E[\delta] + (E_{01} - E_{00}) + (1 - \pi) \{(E_{11} - E_{01}) - (E_{10} - E_{00})\}$$

$$= E[\delta] + (E_{01} - E_{00}) + (1 - \pi) \{ E[\delta|T_i = 1] - E[\delta|T_i = 0] \},$$

where $\pi$ is the proportion of the population where $T = 1$ and $\delta$ is the causal effect
(or treatment effect). $(E_{11} - E_{00})$ is the observed difference in the data, or the “naive
estimator” of $\delta$.

$(E_{01} - E_{00})$ can then be called the baseline bias (Morgan and Winship 2007: 46) or
selection bias (Angrist and Pischke 2009: 14-15), and $(1 - \pi) \{ E[\delta|T_i = 1] - E[\delta|T_i = 0] \}$
the differential treatment effect bias (Morgan and Winship 2007: 45). Note that Angrist
and Pischke (2009: 14-15) derive a slightly different equation, focusing only on the average
treatment effect on the treated (ATT) instead of the overall average treatment effect
(ATE), which allows them to ignore the differential treatment effect.

*References include those from the accompanying slides.
2 Implicit weighting in matching and regression

Regression

In regression analysis, we estimate the causal effect using

\[ y = X\beta + \delta t + \varepsilon. \]  

(1)

In the derivation of the OLS estimator, we saw that this can be seen as the solution of a set of simultaneous equations, i.e. if \( X \) includes \( t \), \( XX\beta_{OLS} = Xy \) could be written as:

\[
\hat{\beta}_1 n + \hat{\beta}_2 \sum x_{i2} + \cdots + \hat{\beta}_k \sum x_{ik} = \sum y_i \\
\hat{\beta}_1 \sum x_{i2} + \hat{\beta}_2 \sum (x_{i2})^2 + \cdots + \hat{\beta}_k \sum x_{i2x_{ik}} = \sum x_{i2y_i} \\
\hat{\beta}_1 \sum x_{i3} + \hat{\beta}_2 \sum x_{i3x_{i2}} + \cdots + \hat{\beta}_k \sum x_{i3x_{ik}} = \sum x_{i3y_i} \\
\vdots \\
\hat{\beta}_1 \sum x_{ik} + \hat{\beta}_2 \sum x_{ikx_{i2}} + \cdots + \hat{\beta}_k \sum (x_{ik})^2 = \sum x_{iky_i}
\]

In a simple regression, with only one independent variable, e.g. \( y = \alpha + \delta t + \varepsilon \), this leads to

\[
\hat{\delta} = \frac{\sum t_i y_i - n\bar{t}\bar{y}}{\sum t_i^2 - n\bar{t}^2} = \frac{cov(y_i, t_i)}{var(t_i)}.
\]

From the Frish-Waugh-Lovell theorem (Frisch and Waugh 1933) we know that regressing \( Y \) on \( X_1 \) and \( X_2 \) gives the same coefficient estimate for \( X_1 \) as regressing \( Y \) on the residuals of regressing \( X_1 \) on \( X_2 \). Therefore, in Eq. (1),

\[
\hat{\delta}_R = \frac{cov(y_i, \tilde{t}_i)}{var(t_i)},
\]

where \( \tilde{t}_i \) is a residual from regression \( t_i = x_i'\beta^* + \tilde{t}_i \). This is known as the regression anatomy formula (Angrist and Pischke 2009: 74). Assuming that the regression is saturated, i.e. we have a dummy variable for each possible value of \( x \) (Angrist 1998: 256, fn
\[ y_i = E[y_i | t_i, x_i] + \varepsilon_i \]
\[ = E[y_{0i} | x_i] + E[y_{1i} - y_{0i} | x_i]t_i + \varepsilon_i \]
\[ = E[y_{0i} | x_i] + \delta_xt_i + \varepsilon_i \]
\[ \text{cov}(y_i, \tilde{t}_i) = E[y_i \tilde{t}_i] - E[y_i]E[\tilde{t}_i] \]
\[ = E[y_i \tilde{t}_i] \]
\[ = E[y_i(t_i - E[t_i | x_i])] \]
\[ = E[(E[y_{0i} | x_i] + \delta_xt_i + \varepsilon_i)(t_i - E[t_i | x_i])] \]
\[ = E[E[y_{0i} | x_i] + \delta_xt_i](t_i - E[t_i | x_i]) \]
\[ = E[y_{0i} | x_i](t_i - E[t_i | x_i]) + E[\delta_xt_i(t_i - E[t_i | x_i])] \]
\[ = E[\delta_xt_i(t_i - E[t_i | x_i])] \]
\[ = E[\delta_x(t_i - E[t_i | x_i])^2] \]
\[ \text{var}(\tilde{t}_i) = E[(\tilde{t}_i - E[\tilde{t}_i])^2] \]
\[ = E[\tilde{t}_i^2] \]
\[ = E[(t_i - E[t_i | x_i])^2] \]
\[ \hat{\delta}_R = \frac{\text{cov}(y_i, \tilde{t}_i)}{\text{var}(\tilde{t}_i)} = \frac{E[(t_i - E[t_i | x_i])^2\delta_x]}{E[(t_i - E[t_i | x_i])^2]} \]
\[ = \frac{E[E((t_i - E[t_i | x_i])^2 | x_i]\delta_x]}{E[E[(t_i - E[t_i | x_i])^2 | x_i]]}. \]

Using the fact that the variance of \( T \) is the variance of a Bernoulli distribution and thus \( p(1-p) \):
\[ \hat{\delta}_R = \frac{\sum_x \delta_x P(T_i = 1 | X_i = x)(1 - P(T_i = 1 | X_i = x))P(X_i = x)}{\sum_x P(T_i = 1 | X_i = x)(1 - P(T_i = 1 | X_i = x))P(X_i = x)}. \]

The regression estimator \( \hat{\delta}_R \) thus provides a weighted estimator of the average treatment effect \( \delta \), weighted by the variance of the treatment, conditional on \( X \) (Angrist 1998; Angrist and Pischke 2009; Morgan and Winship 2007). The variance of a binary variable such as \( T \) is \( p(1-p) \), thus in this particular case, \( \pi(X)(1-\pi(X)) \), with \( \pi(X) \) the propensity score. This variance is highest where \( \pi(X) \) is close to 0.5, thus for values of \( X \) where there are the same number of treated as untreated cases; the variance is lowest where \( \pi(X) \) is close to 0 or 1. If \( \pi(X) = 0 \) or \( \pi(X) = 1 \), the case gets a zero weight and is excluded from the estimation of \( \hat{\delta} \) – so where there is lack of overlap, no contribution is made to the estimation.

**Matching**

We can apply a similar derivation for the matching estimator, using Bayes formula:
\[ P(X_i = x | T_i = 1) = \frac{P(T_i = 1 | X_i = x)P(X_i = x)}{P(T_i = 1)}, \]

\[ \text{definition of covariance} \]
\[ \text{in OLS, } E[\varepsilon] = 0 \]
\[ \text{definition of residuals} \]
\[ \text{assuming } \text{cov}(\varepsilon, t_i) = 0 \]
\[ \text{assuming no baseline bias} \]
\[ T \text{ is binary} \]
\[ \text{definition of variance} \]
\[ \text{in OLS, } E[\varepsilon] = 0 \]
\[ \text{definition of residuals} \]
so that we get:

\[
\hat{\delta}^M_{ATT} = \sum_x \delta_x P(X_i = x|T_i = 1) \\
= \sum_x \delta_x \frac{P(T_i = 1|X_i = x)P(X_i = x)}{P(T_i = 1)} \\
= \frac{\sum_x \delta_x P(T_i = 1|X_i = x)P(X_i = x)}{\sum_x P(T_i = 1|X_i = x)P(X_i = x)},
\]

so while \(\hat{\delta}_R\) is weighted by the variance of the treatment, conditional on \(X\), \(\hat{\delta}^M_{ATT}\) is weighted by the probability of treatment, conditional on \(X\), or the propensity score \(\pi(X)\).

The matching estimator for ATE, \(\hat{\delta}^M_{ATE}\) can then be seen as the unweighted estimator.

Conclusion

A regression estimator is a weighted estimator of the average treatment effect, which in cases where the treatment effect differs strongly by different values of the control variable(s), leads to a “biased” result. Otherwise, matching is quite similar to a fully saturated regression. Often, we of course do not use a fully saturated specification in our regression, so that our controls become a lot weaker, and the difference with a matching estimator larger.
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